Data*Autono y for Nanosatellites




Who we are

NewSpace mission & Collaborative R&D on Novel downstream
systems engineering enabling technology space applications



% Aims & objectives

Unlock potential of Earth-observing
nanosatellites for onboard data autonomy
to deliver a higher mission return



Use cases

Onboard data processing to deliver actionable knowledge to a user in-the-field
in near-real time for a specific application

Responsive retasking of remote sensing nanosatellites based on data acquired
within the constellation

Providing a contextual summaries of the information within images stored
onboard a nanosatellite

Removing features from an image to minimise product size in response to a
request for specific information content

Detecting and potentially modifying the pre-processing at the sensor readout
to correct for anomalies in the data set as captured



% Study approach

1. Requirements capture and framework definition

2. Baseline application and algorithm survey

3. Prototyping into representative flight hardware

4. Look towards flight opportunities
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Application baseline
: S Iljlezauri—rr:jl time responses

* Retasking of other
vehicles in proximity

* Identification of
anomalies, e.g. shipping

Level of auto}\n"omy and reliability requirements

Data centre and onshore systems Offshore transition systems Autonomous systems

* Integration of satellite data within networked system of systems for remote
maintenance of large scale offshore wind turbines
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Data classification

* Classification of features within high resolution images captured,
based on near-Nadir pointing imager

* 1-5 m high resolution imager
e 2-10 km swath
e < 1 min refocus time from slew

Planet Labs
Dove<5m

* <5 min from capture to classification response
* Online and offline function

UK ATC
Deployable Optics Concept



Deep learning

» Applied transfer learning to
existing CNN

 Modified neural net

* Trained using Planet Labs
classification tiles
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Anomaly responses

* Initially within the deep learning classifier, to be confirmed through
generation of anomalous training data and testing

» Surveyed and classified range of erroneous outputs imagers seen in-
orbit resulting from detector, readout, storage, errors
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% Conclusions

* A framework for onboard data autonomy in nanosatellites has been defined for OTS CubeSat
systems and current and emerging standards

* The framework has been applied to a particular use case and baseline, allowing enabling
algorithms to be identified

* Initial algorithm development, modelling and onboarding effort has provided positive insight into
performance to meet requirements

* Work will continue to develop an end to end model and prototype implementation of the
baseline space system

* Team would be happy to collaborate with any CubeSat systems, algorithm or instrument
developers for demonstration

‘ CubeSats for OnBoard Realisation of Autonomy (COBRA) Mission proposed
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% Questions?

Thanks

E steve.greenland@craftprospect.com
W  www.craftprospect.com

@ @strickengremlin



